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### **Project definition**

This thesis will try to find out to what extent cellular automata (CA) based land use change (LUC) models can be used to predict densification in the Netherlands. It will specifically look at the way deep learning can improve predictive capabilities. Furthermore this thesis will identify to what extent clustering can help with the heterogenetic nature of different cities and areas. Lastly, this this thesis will try to identify to what extent different bagging methods can help deal with the inherent class imbalance problem in LUC modeling. It will try to answer these questions by analyzing CBS and BAG data.

### **Motivation**

In the next ten years, 900.000 new houses are needed to be built in the Netherlands to face the housing deficit (Ollongren, 2021). The Netherlands prefers new houses to be built within existing urban area (Kenniscentrum InfoMil, n.d.). Dembski et al. (2020) define the net increase of housing units in a given area as densification. They furthermore explain that densification is triggered by reurbanisation, environmental concerns, landscape protection and agricultural land preservation. Modeling urban densification can provide “… researchers working in land change science with important information into urban densification process modeling” as well as enable planners “to make informed decisions to promote planning objectives, which could benefit sustainable urbanization” (Wang et al., 2019, p. 18). Thus this study has a large societal relevance by hopefully giving urban planners and scientists extra handles to tackle the current housing crisis in the Netherlands.

There have been several studies that use Land Use Change (LUC) models to predict changes in land use (e.g., Shafizadeh-Moghadam et al., 2017; Xing et al., 2020; Zhai et al., 2020) and Cellular Automata (CA) based models are very popular (Wang et al., 2019). However, most LUC models are only used to model changes in land type or use such as industrial to residential or green area to urban. Wang et al. (2019) point out that not much attention has been paid to modeling changes in urban density and then shows that LUC can be used to model urban density change. This study will build upon the research of Wang et al. and will try to see to what extent improvements to LUC modeling can also be used in the modeling of urban densification. Deep learning has been showed to work very well for LUC modeling (for example, (Xing et al., 2020)) which leads to the following research question:

*RQ: To what extent can deep learning improve the predictive capabilities of a CA-based LUC model for modelling urban densification?*

Xing et al. (2020) shows an interesting model where a CNN is used to capture latent spatial features in a CA model and an RNN to capture the temporal features of urban densification. This leads to the following sub questions:

*SQ1: To what extent can a CNN be used to optimize a CA based LUC model for modelling urban densification?*

*SQ2: To what extent can a RNN be used to optimize a CA based LUC model for modelling urban densification?*

Then there remain two more problems in LUC modelling that remain largely unanswered in literature, although there have been made some attempts to solve these problems. Firstly, as Omrani et al., (2017) point out, future work should try to address the class imbalance problem inherent in LUC modelling. Xing et al. (2020), for example, addresses this problem by introducing a bagging solution in the form of a random forest (RF) classifier. This leads to the following sub question:

*SQ3: To what extent does a bootstrapping method help in addressing the class imbalance problem inherent in modelling urban densification?*

Secondly, urban areas are heterogeneous (Cadenasso et al., 2007). There has however not been paid much attention to this problem. One example that does deal with the heterogeneity is Omrani et al. (2019) where the authors perform clustering before training the models and in that way making the data more homogeneous. This leads to the following sub question:

*SQ4: To what extent does clustering before training the model lead to improved predictive capabilities of a LUC model for urban densification?*

In conclusion, this paper has a big scientific relevance by firstly looking at LUC models for urban densification rather than land change. Secondly by integrating several separate ideas that have been explored on their own for increasing the performance of LUC models.

### **Background**

A lot of the current LUC models are CA-based. Most of the LUC modeling is about land status change such as forest to urban. However, as Wang et al. (2019) showed, the LUC models can be used to also model densification processes. Current LUC models differ mostly in how they calibrate the CA rules. Here is a quick overview of some interesting and recent models and how they each tackled issues with the CA model. Firstly, Shafizadeh-Moghadam et al. (2017) compared statistical, machine learning and tree based models integrated with CA. Here, the models were used to create a suitability map which indicated how suitable each cell is to change. Afterwards, the CA iterates over the maps to calculate for each cell the transition potential based on its neighbors. So the CA operates as a spatial filter. Afterwards, the cells were ranked based on their potential and changed for the next iteration in order until the number of max changes was reached. They found that all models had an acceptable level of accuracy and they stress the importance of parameter tuning and basing model choice on each individual situation such as is explainability required or not. Shafizadeh-Moghadam (2019) found that using different kind of models together by median ensemble forecasting slightly improved accuracy.

Zhai et al. (2020) used a CNN to optimize the transition probabilities for each cell. They used a CNN specifically since the transition suitability is influenced by a cell’s neighbors and a CNN can capture high level-features of a cell’s neighborhood. Later on they use the CA again as a spatial filter in same way Shafidez-Moghadam (2017) did. Xing et al. (2020) also uses a CNN but in a different way and also takes the deep-learning component of the CA model a step further. They used the CNN to extract latent spatial features from a cell’s neighbors and concatenates them with other variables and uses a random forest (RF) to calculate the transition suitability which automatically includes the neighborhood influences. Here the CNN acts as the neighborhood component of the CA where Zhai et al. uses the CNN as a way to calculate the transition suitability. After that, Xing et al. uses a LSTM to capture the temporal dependencies. The transition suitability predicted by the LSTM is finally added together with constraint factors as well as stochastic factors. It showed that the usage of CNN plus LSTM was very good at modeling LUC.

Wang et al. (2019) used the Land Transformation Model to model urban densification. They used a neural network to learn the transition rules and then model urban density changes in different time steps. They do however not release any specifics about the neural network they used.

Xing et al. (2020) use a RF as a bootstrapping mechanism to deal with the class imbalance inherent in LUC modeling, i.e., most land doesn’t change in between time steps. The RF predicts the chance of whether or not a cell will change. RF have the advantage of being bagging ensembles of decision trees that directly implement bootstrap sampling and aggregating rather than having to wrap them into a bagging scheme. Another option that has the same advantage is extreme random forest. (Du et al., 2018)

Lastly, Omrani et al. (2019) make an interesting contribution by clustering the input data and training a model per cluster. By clustering the data they make sure that each cluster is more homogenous (having the same distributions). They found that clustering the data before training outperforms a model trained on not-clustered data as well as that clustering the data makes the size of the data more manageable. This does make sense as Cadenasso et al. (2007) points out that urban areas are heterogeneous.

### **Data**

The data that will be used to generate different densities of residential spaces in a grid comes from the Basisregistraties adressen en gebouwen (BAG) (translation: basis registration addresses and buildings). Dutch municipalities have to deliver the data to BAGLV and the cadaster manages the data. The dataset contains historical data on each building and the different “objects” at each buildings such as a companies or residential spaces in the Netherlands. The data came in two XML files (buildings and objects in buildings) together having a size of 60GB but this became less when the data was processed to only contain the necessary data. Data for the driver variables come from the Central Bureau of Statics. The size and sources of the data can be seen in table **XXXX.** The data will be created in the form of a 100 x 100 m grid per year

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Data source | what | size | Scale of data | Time scale |
| BAG | Residential spaces | 8 gb | Individual buildings | complete |
| CBS | Socio-economic data, social security, demographic, nearness of amenities | 200 mb per year | 100 x 100 m grid | 2014 – 2018 |

### **Algorithms and evaluations**

This study will somewhat follow the methodology of Xing et al. (2020). First, several LUC-CA models will be trained (SVM-CA, RF-CA and LR-CA) which will act as a baseline for comparing predictive power of a LUC model for densification. Then to answer the research question a CNN-CA, RNN-CA, CNN-RNN-CA will be trained. Followed by the addition of clustering and/or a RF as a bootstrapping algorithm. To evaluate the performance of the models, this study will use overall accuracy, F1-score and FOM.

### **Planning and milestones**

To make sure that on the third of December a complete and well written thesis is done the following milestones are planned. At the end of September, the data must be complete, preprocessed and ready to be trained upon. At the end of October, all programming must be finished and the models trained. Throughout these months, time will be spend on writing the thesis itself. At the half of November, the thesis must be finished and in principle be ready to turn in. Then the last two weeks are planned to be for finetuning the thesis.
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